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1 Whatis White Rabbit?

White Rabbit (WR) is a protocol developed to synchronizeasoth a packet-
based network with sub-ns accuracy. The protocol reswts the combination
of IEEE1588-2008 (PTP) with two further requirements: pe&nowledge of the
link delay and clock syntonization over the physical layer.

A WR link is formed by a pair of nodes, master and slave. Thetenasde
distributes a traceable clock over the physical layer, evtiie slave recovers this
clock and bases its timekeeping on it. Absolute time synuketion between
master and slave is achieved by adjusting the slave’s dqukase and offset to
that of the master’'s. This adjustment is done through thewayp exchange of
PTP sync messages, which are corrected to achieve sub-ma@cdue to the
precise knowledge of the link delay.

Multi-link WR networks are obtained by chaining WR links fioing a hierar-
chical topology. This hierarchy is imposed by the fact thétteguency traceable
to a common grandparent must be distributed over the pHytaiger, resulting in
a cascadeof master and slave nodes. As a result of this topology, all hMiEes
are PTP boundary clocks. It should be noted that the problerom-linear er-
ror accumulation of chained boundary clocks does not ajplig at least greatly
diminished by the clock recovery mechanism.

Some applications need WR and IEEE1588-2008 nodes to to&xamples
of this are existing IEEE1588 installations which are to hgrated progressively
to White Rabbit, and networks where the need for highly aateutime synchro-
nisation is concentrated on a certain group of nodes. Ferghipose the WR
protocol enables WR nodes to defer to IEEE1588 behaviounwlo¢ connected
to another WR node. Figure 1 depicts the topology dfyarid WR/IEEE1588
network.
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Figure 1: Hybrid WR/IEEE1588 network. White Rabbit nodegkvansparently
with PTP nodes. WR ordinary clock 3 is more accurately syomised to the
grandmaster than WR ordinary clock 2, which is below a PTRbaty clock.

2 Precision Time Protocol

The IEEE1588-2008 standard [1], known as Precise Time Bob{®TP), is re-
peatedly referenced in this document. Knowledge of basie Bdnhcepts is re-
quired to read this specification, therefore they are erphiin this section. Full
comprehension of the White Rabbit protocol requires fluendyTP and a copy of
the standard at hand.

PTP is a packet-based protocol designed to synchronizeatein distributed
systems. The standard defines two kinds of messages whiaxetnanged be-
tweenPTP nodesevent messagesidgeneral messaged he time of transmission
and reception of event messagesngestampedmeasured). General messages are
used by PTP nodes to identify other PTP nodes, establisk biecarchy and ex-
change data, i.e. timestamps, settings, parameters. Hirleésiseveral methods
for node’ synchronization. Figure 2 presents the messaged when thalelay
request-response mechanigmith two-step clockis used, which is the case in
White Rabbit. For simplicity reasons, a PTP node is coneilleérs arordinary
clockin the remainder of this section; such clocks have only ome po

An Announce Message periodically broadcast by the PTP node which is in
the Master state. The message carries information abarigisator and the orig-
inator’s clock source quality. This enables other PTP noéesiving the announce
message to perform the Best Master Clock (BMC) Algorithme algorithm de-
fines the role of each PTP node in PTP network hierarchy; theome of the
algorithm is the recommended next state of the PTP node a&mudlite’s synchro-
nization source (grandparent). In other words, a PTP nodielee to which other
PTP node it should synchronize based on the informationigedvin announce
messages and using BMC algorithm. A PTP node which is in th&/Elstate
synchronizes to the clock of another PTP node. A PTP nodehisiin the MAS-
TER state is regarded as a source of synchronization for Bffié nodes. The full
PTP state machine with state descriptions is included iref\dix A.

Sync Messageand Delay Req Messageare timestampedy t,, t3, t4) and
these timestamps are used to calculate the offset and thg lbetween the nodes
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Figure 2: PTP messages used by WRPTP (messages annotétéameiextended
by WR Protocol).

exchanging the messagesollow_UP Messagesnd Delay. Resp Messageare
used to send timestamps between Master and Slave (in theotaséwo-step
clock).

Management Messagase used only for configuration and administrative pur-
poses. They are not essential for PTP synchronization.

Adjustment of the Slave’s clock using the offset and the yekdculated with
timestampstg, to, t3, t4) results in the Slave’s synchronization with the Master
clock.

3 Link Delay Model

The delay of a message travelling from master to slave (spard-3) can be ex-
pressed as the sum

dela}{ns — Atxm + d’ns"‘ Arxs (1)

wherelyy, is the fixed delay due to the master’s transmission cirgudiry is
the variable delay incurred in the transmission medium,&gds the fixed delay
due to the slave’s reception circuitry. In a similar fashitre delay of a message
travelling from slave to master can be decomposed as

dela}ém - Atxs + 5sm+ Arxm (2)
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The characterization of the link is completed with an edquatio relate the
two variable delay®ms and &m From now on in this document we refer to this
missing equation as thghysical medium correlationDescribing a procedure to
obtain this equation is out of the scope of this document. &l@r section 3.1
provides correlations obtained empirically for one scienar

fixed delays variable delays fixed delays

master slave

Figure 3: Delay model of a WR link. The timestamps are acelyatorrected
for link asymmetries by the usage of the four fixed delAys,, rx txrx,} and the
relationship between both variable del@ygssnm -

3.1 Physical Medium Correlation

An accurate correlation between both variable delays orrdrsmission line is
essential for obtaining an acceptable estimate of the dedggnmetry on a WR
link. The origin of this correlation is highly implementati-dependent. Thus this
document just assumes that such correlation exists anevsrkn

The rest of this section presents a well-known physical orediorrelation.

3.1.1 Ethernet over a Single-mode Optical Fibre

When a single-mode fibre is used as bi-directional commtinicanedium, it can
be shown that both variable delays are related by an equeattithre form [2]:

Oms= (1+a) dsm 3

4 Delay Asymmetry Calculation

Let us start from the PTP sync timestamps, represented darhikar setty, ty, t3
andts. The mean path delay is then defined as

(to—t1) + (ta —1t3)

p= > (4)




Note that the transmission delaigs—t; andts —t3 can be expressed in terms of
WR'’s Delay Model:

to —t1 = Ay, + Oms+ Drx, + OffSelys (5)
tg —t3 = Dty + Osm+ iy, — OffS€lns (6)

where offsegtsis the time offset between the slave’s clock and the mast€dsn-
bining the three equations above we obtain

21 = A+ Ssm+ Oms ()
whereA accounts for all fixed delays in the path, i.e.
A= Atxm + ArxS + AtxS + Arxm (8)

The delay asymmetry as specified in section 7.4.2 of IEEEEDEB is ex-
pressed in our own notation by using equations (1), (2) apdg7ollows:

delay,,s= 1 +asymmetry 9
delay,,,= 4 —asymmetry (20)

The delay asymmetry cannot be calculated unless we use yis&ephmedium
correlation.

4.1 Solution for Ethernet over a Single-mode Optical Fiber

Combining equations (3) and (7) we obtain:

1+a
Gns = 5 (2 =4 (11)
_2u-—A
&m= 50 (12)

The delay asymmetry can then be derived from equationsq}L)(11) and (12):

A—ap+al
asymmetry=/\ DNy, — —————— 13
y Y= D, + D 5t a (13)
It can be noticed that i\ << u, the above equation can be simplified:
A—au
asymmetry= A Dy, — 14
Y Y= Dty - Drxg 2T a (14)



5 Fixed delays

The knowledge of fixed delaySy,, rx, tx.rx} IS N€CESSAry to calculate delay asym-
metry (13). Such delays may be constant for the lifetime efttardware, its up-
time or the duration of the link connection. Therefore, thetimod for obtain-
ing fixed delays is medium-specific and implementation-ddpat. The delays
are measured (if necessary) and distributed across thellirikg the process of
establishing the WR link, which is called/R Link Setupn this document. A
WR node participates in the measurement of another WR noedeéption fixed
delay Qrx,,rxs)) UPON request, e.g. by sending a calibration pattern inlgsigzh-
ernet. The method for obtaining fixed delays for Gigabit Etkeis described in
the rest of this section.

5.1 Measurement of fixed delays for Gigabit Ethernet over Ogt Fiber

The variation oAy rx, tx. 1) d€IAYS is often caused by the PHY's serializer / de-
serializer (SerDes), phase locked loop (PLL) or clock ard dacovery circuitry
(CDR). The delay on the PHY can be measured by detecting thsepbhift be-
tween SerDes I/0 and Tx/Rx clock. This can be done by sendiageated pattern
of five "0” and five "1” (0000011111) over Gigabit Ethernet. Busignal creates a
125 MHz clock on the SerDes I/O. Since the Tx/Rx clock freqyes 125 MHz,
the phase shift between the SerDes I/0O and the Tx/Rx cloakgual to the fixed
delay of the PHY (see Figure 4). The repeated pattern of fivarid five "1” is an
example ofcalibration patternwhich is defined by the node requesting calibration.

[111]o/o/o[o[oj1[1]1[1[1|o[o[o[ol0[1]1[11[1]0]0]

Buffer x
Phase
Detector

RxCLK
o — | PHY | Lk 125MHz

| L
N S W S
T Phase
LT, Detector

Buffer A

tx

Figure 4: Measurement of fixed deladg, xy in Gigabit Ethernet-based WR node
with not full-deterministic PHY.

Measurement of fixed delays for Gigabit Ethernet over opberfiand any
other medium, is optional. It is not needed if determinigtidYs or internal FPGA
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transceivers which can be internally characterized ([24) @sed. In such case,
know fixed delays are distributed across the link withoutpding measurement.

6 White Rabbit PTP Extension

6.1 Overview

White Rabbit extends the IEEE1588-2008 (PTP) standard h@ee sub-ns ac-
curacy while still benefiting from PTP’s synchronizationdamanagement mech-
anisms. From now on in this document, the White Rabbit exten® the PTP
standard will be referred to AWRPTP WRPTP introducethe White Rabbit Link
Setup(WR Link Setup), which is a process for establishing the WiR.liit includes
syntonization of the local clock over the physical layeraswwement of fixed de-
lays and their distribution over the link. The WR extensiakets advantage of the
Link Delay Model to obtain an accurate delay estimation, iteuses the delay
asymmetry equation (13) for Gigabit Ethernet over Fiberi©OptVRPTP extends
the PTP messages and Data Sets (DS).

Since the WR Link Setup is performed in the PTP UNCALIBRATEBIs, it
is essential for a WR node to implement this state as spedifidd PTP state ma-
chine (Appendix A): a transition state between the LISTESIdF PREMASTER
or MASTER or PASSIVE state and the SLAVE state.

A White Rabbit SwitcfWRSW) is not a PTP-compliant boundary clock. It
is considered as a set of ordinary clocks with predefinedtimmality (WR Mas-
ter or WR Slave) rather than a clock with multiple PTP ports. aAconsequence,
WRPTP messages are never forwarded. In this document rtheeeleis used in-
terchangeably witlport. A WR Master node/port is an ordinary clock with prede-
fined Master functionality, working as a Master on the linkWWR Slave node/port
is an ordinary clock with predefined Slave functionality, riing as a Slave on
the link. Proper performance of a WR network is ensured byeoting a WR
Slave port to a WR Master port. Additionally, optimal perfance of a hybrid
WR/IEEE1588 network can only be achieved by connecting awéhport to WR
Master port.

6.2 WRPTP Data Sets Fields

The PTP standard defines data sets (DS) to store the statityaachic variables
needed for the operation of the protocol (section 8, IEEB1AY. WRPTP re-
quires additional DS fields to store the WR-specific pararsetéable 1 defines
and describes required DS fields.



Table 1: WRPT

[P Data Sets fields

joN

DS member DS name| Values Description
wrPortMode portDS | NON_WR, Determines predefine
WR_SLAVE, function of WR port
WR_MASTER | (static).
calibrated portDS | TRUE, FALSE | Indicates whether
fixed delays of the
given port are known.
deltaTx portDS | 64 bit value Port's Aty measured in
picoseconds and mu
tiplied by 246.
deltaRx portDS | 64 bit value Port’'s Ay, measured in
picoseconds and mu
tiplied by 246.
calPeriod portDS | 32 bit value Calibration period in
microseconds.
calPattern portDS | 32 bit value Medium specific cali-
bration pattern.
calPatternLen portDS | 16 bit value Number of bits of cal-
Pattern to be repeated.
wrMode portDS | TRUE, FALSE | If TRUE, the port is
working in WR mode.
wrAlpha portDS | 32 bit value o parameter as de
scribed in  section
3.1.1.
grandmasterWrPortMode parentDS| NON_WR, Determines predefine
WR_SLAVE, function of the PTP
WR_MASTER | grandmaster.
grandmasterDeltaTx | parentDS| 64 bit value Grandmaster's A
measured in picosed
onds and multiplied
by 216,
grandmasterDeltaRx | parentDS| 64 bit value Grandmaster's A
measured in picoseq
onds and multiplied
by 26
grandmasterWrMode | parentDS| TRUE, FALSE | If TRUE, the grand-
master is working in
WR mode.

joN




6.3 Modified Best Master Clock Algorithm

The Best Master Clock algorithm is used in PTP to comparéd tdaeks, determine
which clock is thé'best” and recommend the next state of the PTP state machine
(section 9.3, IEEE1588 [1]).

It is required from modified BMC that the comparison of a WR kasvith a
WR Slave or non-WR clock results in the WR Master beingthest” clock. To
ensure a proper BMC outcome, the WR MagthackClassvalue shall be in the
range of 1 through 127 (recommended 6) and the WR SlbakClassshall be in
the range of 128 through 255 (recommended 255).

6.4 WRPTP Messages
6.4.1 Overview

White Rabbit benefits from PTP’s messaging facilities. kaswo-step clock
delay request-response mechanism, and customizes ArmaumtcManagement
messages (Figure 2). In particular, it adds suffix to Anneunessage, defin¥gR
Type-Length-Vale (WR TLV) type, WR management action and management IDs.
A White Rabbit Master node announces its presence by addiWwiRarLv
suffix to the Announce message. The suffix is ignored by stanBaP nodes,
but read and interpreted by White Rabbit nodes. The infdonairovided in the
WRPTP Announce message is sufficient for a WR Slave to declusther the
WR link can be established and maintained. The WR link ishdisteed through
the WR Link Setup process in the PTP UNCALIBRATED state. If &Wink
Setup is required, the WR Slave starts the process and teghesWR Master to
do the same. During the WR Link Setup, communication betvwieeWR Master
and the WR Slave is performed using the PTP Management misaohantended
for White Rabbit requirements. Once the WR link has beerbésted, the WR
nodes use a PTP delay request-response mechanism (sec8otEEE1588 [1]).

6.4.2 WR Type-Length-Value Type

All PTP messages can be extended by means of a standard éyggh,| value
(TLV) extension mechanism. White Rabbit defines the valu&laf type out of
the range reserved for Experimental TLVs (Table 34, IEEB1AS) as depicted
in Table 2. This value is used to recognize the WR TLV entitalinWR custom
messages.



Table 2: White Rabbit Type-Length-Value (WR TLV) type

tivType values

Value (hex)

Defined in clause

White Rabbit TLV (WR TLV type)

0x2004

6.4.3 WRPTP Announce Message

The standard PTP Announce Message is suffixed by one enttg dfata type TLV
with the tlivType of WR TLV. The WRPTP Announce message hassthecture
defined in Table 3. ThdataFieldof the suffix TLV stores thevrFlagswhich are

defined in Table 4.

Table 3: White Rabbit Announce Message

Bits Octets | TLV | Content
7]6[5][4[3[2][1]0 Offset
header 34 0 section 13.3, IEEE1588 [1].
body 30 34 | section 13.5, IEEE1588 [1].
tivType 2 64 | 0x2004, see 6.4.2.
lengthField 2 66 0x2, section 14.1.2|
IEEE1588 [1].
wrFlags 2 68 see Table 4.

Table 4: White Rabbit flags (unused flags are reserved)

Octet | Bit | Message typel Name Description

0 0 Announce wrMaster | TRUE if the port of the originator
is predefined WR Master.

0 1 Announce wrSlave | TRUE if the port of the originatof
is predefined WR Slave.

0 2 Announce | calibrated | TRUE if the port of the originatof
is calibrated.

0 3 Announce | wrModeOn| TRUE if the port of the originatof
is in WR mode.
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6.4.4 WRPTP Management Messages

White Rabbit extends the default PTP management mecharésorilded in sec-

tion 15.2 of IEEE1588. The extension conforms to the PTP igpama&nt message
format presented in Table 5. It uses the reserved rangetianFieldvalues (Table

38, IEEE1588 [1]) to define White Rabbit Comman@/VRC) as described in Ta-

ble 6. WRC management messages trigger transitions in W&ratgchines. They

are recognized by themanagementldield of managementTL\Table 8, 9 & 10).

WR management IDare defined in Table 11. WRPTP management messages are
exchanged only within one link connection (no forwardirthgrefore thestarting-
BoundaryHopsand boundaryHopdields are unused and set to 0x0. The rest of
this subsection describes the WR management messagesiin det

Table 5: PTP Management Message (Table 37, IEEE1588 [1])

Bits Octets | TLV
7]6[5]4[3][2]1]0 Offset
header 34 0
targetPortldentity 10 34
startingBoundaryHops 1 44
boundaryHops 1 45
reserved | actionField 1 46
reserved 1 47
managementTLV M 48

Table 6: White Rabbit value of the actionField
Action | Action taken Value (hex)

WR_CMD | The management message shall carry a single TLV. 0x5
The managementldield of the TLV indicates the
specific event which triggers transition in WR
FSMs.
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Table 7: White Rabbit managementld values

managementld name managementld | Allowed actions | Applies to
value (hex)
SLAVE_PRESENT 0x6000 WR_CMD port
LOCK 0x6001 WR_CMD port
LOCKED 0x6002 WR_CMD port
MASTER CALIBRATE | 0x6003 WR_CMD port
MASTER CALIBRATED | 0x6004 WR_CMD port
SLAVE CALIBRATE 0x6005 WR_CMD port
SLAVE _CALIBRATED 0x6006 WR_CMD port
WR_MODE_ON 0x6007 WR_CMD port

6.4.4.1 SLAVEPRESENT

Message sent by WR Slave to WR Master. It initiates the WR Sekup process
in the master. The message shall have the form specified Ia 8ab

6.4.4.2 LOCK

Message sent by WR Master to WR Slave to request the stagaqidncy locking.
The message shall have the form specified in Table 8.

6.4.4.3 LOCKED

Message sent by WR Slave to WR Master. It indicates sucdessfopletion of
frequency locking. The message shall have the format spddifiTable 8.

Table 8: WR Management TLV

Bits Octets | TLV
7]6]5]4[3[2]1]0 Offset | Content
tivType 2 0 0x2004, see 6.4.2.
lengthField 2 2 0x2, section 155.2.3
IEEE1588 [1].
managementid 2 4 Defined in Table 11.

6.4.4.4 MASTERCALIBRATE and SLAVE _CALIBRATE
Messages sent to request calibration pattern (seeSLBVECALIBRATHS sent
by WR Slave to WR MasterMASTERCALIBRATEIs sent by WR Master to

12



WR Slave. Both messages carry a set of parameters definicgltheation pattern
to be sent. The message format and parameters are describalolé 9.

Table 9: CALIBRATE WR Management TLV

3

D 35

=
1

11%)

Bits Octets | TLV
7]6|5]4[3[2]1]0 Offset | Content
tivType 2 0 0x2004, see 6.4.2.
lengthField 2 2 OxC, section 15.5.2.3
IEEE1588 [1].
managementid 2 4 MASTER_CALIBRATE or
SLAVE _CALIBRATE.
calibrationPeriod 4 6 The value defines the time (i
microseconds) for which th
calibration pattern should b
sent by receiving node.
calibrationPattern 4 10 | The value defines the calibra
tion pattern which should b
sent by the receiving node.
calibrationPatternLen 2 12 | The value defines the numb
of bits of calibrationPattern
field which should be use
as repeated pattern (startin
with the LSB).

13



6.4.45 MASTERCALIBRATED

Message sent by WR Master to WR Slave. If preceeddd A TERCALIBRATE

it indicates successful calibration. Otherwise, it inthsathat master does not need
calibration. In both cases, the message provides the WRe Sldk the values of
the Master’s fixed delaysi{x, and Ay, ). The messages shall have the format
specified in Table 10.

Table 10: CALIBRATED WR Management TLV

Bits Octets | TLV
7[6[5[4][3][2]1]0 Offset | Content
tivType 2 0 0x2004, see 6.4.2.
lengthField 2 2 0x24, section 15.5.2.3
IEEE1588 [1].
managementid 2 4 MASTER_CALIBRATED.

deltaTx 16 6 The value ofAy,, measured
in picoseconds and multi-
plied by 2.

deltaRx 16 22 The value ofAy, measured
in picoseconds and multi-
plied by 2.

6.4.4.6 WRMODE _ON

Message sent by WR Slave to WR Master. It indicates sucdessfopletion of
the WR Link Setup process and requests the WR Master to erfiem@te. The
message shall have the format specified in Table 8.
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6.5 White Rabbit State Machines

The White Rabbit finite state machines (WR FSMs) control ttoegss of estab-
lishing a White Rabbit link between a WR Master and a WR SIAWR (Link
Setup). It involves recognition of two compatible WR nodgmtonization over
the physical layer, measurement of fixed delays and exchafrbeir values across
the link. The procedure differs between WR Master and WReSItherefore two
separate FSM are defined.

The fields of the WR Data Set (Table 4) determine whether the M&Rter
FSM, the WR Slave FSM, or no WR FSM shall be executed in the PNBALI-
BRATED state.

6.5.1 WR Slave FSM

The WR Slave FSM exits the IDLE state (is executed) only wienRTP state
machine (Appendix A) is in the PTP UNCALIBRATED state and fo#owing
conditions are met:

¢ the node is WR Slave:
(portDSwrPortMode=W R SLAVE AND

e the parent node is WR Master:
(parentDSgrandmasterW rPortMode- WRMASTER AND

e the node or parent node or both nodes are not in WR Mode:
(portDS.wrMode = FALSE OR parentDS.grandmasterWrMode =FAL

The state machine is presented in Figure 5 and described nesh of this subsec-
tion.
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6.5.1.1 WR Slave FSM Transition Events and Conditions

Start Power up.

WR LINK SETUP REQUIRED (abrv. WRSETUPREQ) Event indicating that
WR Link Setup is required and WR Slave FSM should be execebeula-
nation above.

LOCK WR LOCK Management message which triggers frequency locking over
the physical layer.

LOCKED Notification from the hardware that the frequency locking lween
completed successfully.

MASTER _CALIBRATE (abrv. M.CALIBRATE) WR Management message.
Upon reception, WR Slave starts sending calibration pafiar the period
of time indicated bycalibrationPeriod

MASTER _CALIBRATED (abrv. M.CALIBRATED) WR Management message.
It indicates that the WR Master is calibrated. If MASTERCALIBRATED
message is received in th®OCKED state, it means that the WR Master
knows its fixed delays, it does not need to be calibratedefber theMAS-
TERCALIBRATEstate can be skipped. If the message is receivddAS-
TERCALIBRATEstate, it indicates successful completion of the WR Mas-
ter’s calibration.

PORT IS CALIBRATED (abrv. ISCAL) Information stored in portDSc@librated
indicating that the fixed delays for the port are known.

PORT IS NOT CALIBRATED (abrv. NOT.CAL) Information stored in the portDS
(calibrated indicating that the fixed delays for port are not known.

ANY _TIMEOUT The time spent by the WR FSM in the following statpsesent
lock, locked calib_m, calib_sis limited by timeouts. Exceeding any of these
timeouts is represented BAWNY_TIMEOUT.

6.5.1.2 State Description

Idle WR FSM shall be in the Init state if the PTP FSM is in a state othan
UNCALIBRATED.

16



Present WR Slave sends SLAVIPRESENT message to WR Master and waits for
the LOCK message.

Lock Locking of WR Slave’s logic to the frequency distributed ophysical layer
by the WR Master. When finished successfully, a LOCKED messagent
to the WR Master.

Locked WR Slave waits for MASTERCALIBRATE or MASTER CALIBRATED
message.

Calibrate Master (abrv. calib_m) Reception fixed delay is measured for the WR
Master. The WR Slave sends the calibration pattern for thiegéndicated
by calibratePeriodin the message received from the WR Master. When
the MASTERCALIBRATED message is received from the WR Master, the
state is exited.

Calibrate Slave (abrv. calib_s) Reception fixed delay is measured for the WR
Slave. It sends a SLAVEEALIBRATE message to the WR Master (indicat-
ing the period of calibration pattern). As soon as the mesmsant is finished
successfully, a SLAVECALIBRATED message is issued and the state is ex-
ited.

Calibration _completed (abrv. calcmp) WR Slave sends WRIODE_ON mes-
sage to WR Master, enters WR Idle state; PTP UNCALIBRATEDesia
exited.

Any Any state.

17
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Figure 5: White Rabbit Slave FSM.
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6.5.2 Master FSM

The WR Master node shall enter the PTP UNCALBRATED state,stad execu-

tion of the WR Master FSM, when it receives a SLAHRESENT WR Manage-
ment message (Table 11). The state machine is presenteglireféi and described
in the rest of this subsection.

6.5.2.1 WR Slave FSM Transition Events and Conditions

Start Power up.

SLAVE _PRESENT (abrv. SPRESENT) WR Management message received from
WR Slave. It indicates that a WR Link Setup is required. Réoapof this
message forces the PTP FSM to enter the UNCALIBRATED stadestarts
execution of the WR FSM.

LOCKED WR Management message. It indicates that the syntonizatiefpeen
finished by the WR Slave.

PORT IS CALIBRATED (abrv. ISCAL) Information stored in the portDS4l-
ibrated) indicating that the fixed delays for the port are known.

PORT IS NOT CALIBRATED (abrv. NOT.CAL) Information stored in portDS
(calibrated indicating that the fixed delays for the port are not known.

SLAVE CALIBRATE (abrv. SCALIBRATE) WR Management message. Upon
reception, the WR Master starts sending a calibration pafte the period
of time indicated bycalibrationPeriod

SLAVE _CALIBRATED (abrv. SCALIBRATED) WR Management message. It
indicates that the WR Slave is calibrated. SIEAV ECALIBRATEDis re-
ceived without a precedin§LAVECALIBRATEmMessage, it means that the
WR Slave knows its fixed delays, it does not need to be cadiiratf the
message is received aftelSaAV ECALIBRAT Emessage, it indicates suc-
cessful completion of the WR Slave’s calibration.

WR_MODE _ON WR Management message. It indicates that the WR Slave has
finished calibration and requests WR Master to turn on Whibbd® mode.

ANY _TIMEOUT The time spent by the WR FSM in the following statésck,
locked calib_m, calib_s, cal_cmpis limited by timeouts. Exceeding any of
these timeouts is represented AMY_TIMEOUT.
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6.5.2.2 State Description

Idle WR FSM shall be in the Init state if the PTP FSM is in a state othan
UNCALIBRATED.

Lock Locking of WR Slave’s logic to the frequency distributed pghysical layer
by the WR Master. When finished successfully, a LOCKED me=sssg
received from the WR Slave.

Locked If the WR Master needs to measure its reception fixed dedalbfated
is FALSE), it enters thealib_m state. Otherwise, it sends
aMASTERCALIBRATEDmessage and enteralib_s.

Calibrate Master (abrv. calib.m) WR Master’s reception fixed delay is mea-
sured. When this state is enteredJASTERCALIBRATEmessage is sent
to the WR Slave. On measurement successful completion,
aMASTERCALIBRATEDmessage is sent and the cdilstate is entered.

Calibrate Slave (abrv. calib_s) WR Slave’s reception fixed delay is measured.
WR Master waits for a SLAVECALIBRATE or a SLAVE CALIBRATED
message. On reception of a SLAVEALIBRATE message, the WR Master
starts sending a calibration pattern for the period indid&tycalibratePeriod
When a SLAVECALIBRATED message is received, the state is exited.

Calibration _completed (abrv. calcmp). WR Master waits for a WRMIODE_ON
message. On reception of the messagdlodeis set to TRUE, the WR Idle
state is entered and the PTP UNCALIBRATED state is exited.

Any Any state.
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Figure 6: White Rabbit Master FSM
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A PTP State Machine

——INITIALIZ
INTIALIZING [ POWER UP—— aANY STATE

DESIGNATED_ENABLED
FAULT
LISTENING EARIED i
DESIGNATED_
DISABLED
DESIGNATED_DISABLED Pl [Ea—
FAULT
DETECTED FAULTY
LISTENING or FAULT
STATE_DECISION_EVENT] UNCAHBRATED or QETEGIED
PRE_MASTER or
BEST_MASTER_CLOCK | PREZMASTER

\ PASSIVE / Recommended State

)

(Recommended State LISTENING or
== BMC_MASTER) AND UNCALIBRATED or
State I= MASTER SLAVE or

PASSIVE

PRE_MASTER ) ANNOUNCE RECEIPT TIME-

QUALIFICATION_TIME- OUT_EXPIRES
OUT_EXPIRES
MASTER
{Recommended State
== BMC_MASTER)
P — %
SYNCHRONIZATION_ UNCALIBRATED
FAULT
~
—
MASTER_CLOCK_

SELECTED

Figure 7: State machine for a full implementation of PTP (F&g23, IEEE1588).
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== BMC_PASSIVE

PASSIVE

LISTENING or
UNCALIBRATED or
PRE_MASTER or

MASTER or
PASSIVE

Recommended State ==
BMC_SLAVE

Recommended State ==
BMC_SLAVE &&
new_master != old_master

Recommended State ==
BMC_SLAVE 8&
new_master == old_master



Table 11;

PTP portState definition (Table 10, IEEE1588).

PTP portState

Description

INITIALIZING

While a port is in the INITIALIZING state, the port initiales its
data sets, hardware, and communication facilities. No pbthe
clock shall place any PTP messages on its communication Ha
one port of a boundary clock is in the INITIALIZING state, thall

ports shall be in the INITIALIZING state.

FAULTY

The fault state of the protocol. A port in this state shall plaice
any PTP messages except for management messages that af
quired response to another management message on its cém
cation path. In a boundary clock, no activity on a faulty psivall
affect the other ports of the device. If fault activity on afda this
state cannot be confined to the faulty port, then all port# blean
the FAULTY state.

DISABLED

The port shall not place any messages on its communicatitn
In a boundary clock, no activity at the port shall be allowedf-
fect the activity at any other port of the boundary clock. Atpo
this state shall discard all PTP received messages exceptdo-
agement messages.

LISTENING

The port is waiting for the announceReceiptTimeout to expirto

receive an Announce message from a master. The purposesd
state is to allow orderly addition of clocks to a domain. Atgar
this state shall not place any PTP messages on its commignic
path except for PdelaReq, PdelayResp, PdelayrespFollow_Up,

or signaling messages, or management messages that atérade
response to another management message.

PREMASTER

The port shall behave in all respects as though it were in
MASTER state except that it shall not place any message
its communication path except for PdelRgq, PdelayResp, Pde-
lay_RespFollow_Up, signaling, or management messages.

MASTER

The port is behaving as a master port.

PASSIVE

The port shall not place any messages on its communicatitin
except for PdelayrReq, PdelayrResp, PdelayRrespFollow Up, or
signaling messages, or management messages that are iade
response to another management message.

eare
mun

pa

f thi
at
q

the
5 on

pa

qui

UNCALIBRATED

One or more master ports have been detected in the domain.
appropriate master port has been selected, and the locaisp
preparing to synchronize to the selected master port. Stagdiian-
sient state to allow initialization of synchronizationwss, updating
of data sets when a new master port has been selected, amd
implementation-specific activity.

The

othe

SLAVE

The port is synchronizing to the selected master port.
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